
Predictive ADAS: A Predictive Trajectory Guidance Scheme for
Advanced Driver Assistance in Public Traffic*

Thomas Weiskircher1 and Beshah Ayalew1

Abstract— In recent years, semi-autonomous vehicle control
solutions have been aggressively developed in the form of
various advanced driver assistance systems. It is expected that
these developments will facilitate the eventual customer accep-
tance of fully autonomous vehicles. In this paper, we present a
configuration of a nonlinear model predictive control scheme
for predictive driver assistance. The human driver’s steering
and acceleration inputs to the vehicle are first interpreted into
the driver-desired vehicle responses. These are then configured
to be tracked by a coordination of the predictive and the
lower level control systems as long as safe motion is predicted
for these driver inputs. As soon as a violation of motion
constraints is predicted from the driver inputs, the control
scheme augments the driver inputs with active steering, brake
and/or engine interventions so that the constraints of the vehicle
dynamics, road boundaries and dynamic objects are respected.
The performance of this proposed scheme is illustrated and
discussed considering closed-loop-simulations of some typical
driving events in public traffic.

I. INTRODUCTION

The eventual adoption of fully-autonomous (driver-less)
vehicles is expected to build on broad market penetration
of various semi-autonomous control functions that in turn
build on the now mandated active safety systems such as
Electronic Stability Control. Such active safety systems have
been shown to boost safety in critical maneuvers before
passive safety systems need to be deployed for the protection
of passengers. These active systems change the vehicle’s
dynamics and as such need to have a proper coordination
with the human driver to guarantee a stable control behavior
and ensure safety. The coordination of the active control
action with the driver’s is a challenging Human-In-The-Loop
(HITL) problem. It is prevalent in recent driver assist systems
such as lane keeping assist or automatic lane change [1], [2].

There is a volume of recent work which address the HITL
problem for semi-autonomous vehicles or driver assistance
systems (ADAS). In [3]–[5], a predictive control scheme is
proposed that uses a fusion of models for the human driver
and the vehicle dynamics (often described with the nonlinear
bicycle model) assuming that the parameters of the driver
model can be estimated online. In [6], a Hidden Markov
Model is used to implement a predictive lane keeping assist
system. A path tracking controller for the human control
behavior is identified in [4]. However, there is uncertainty
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in any driver model, and therefore robustness considerations
need to be incorporated for a practical semi-autonomous
control framework that explicitly use a driver model. To
this end, a tube-based Model Predictive Control (MPC)
is proposed in [3], [7]. Therein, invariant set theory [8]
is utilized to calculate the safe region of vehicle motion
assuming a given uncertainty bound on the driver model. The
main ideas were also proposed earlier in [4]. An alternative
threat assessment method was proposed in [9] which predicts
the vehicle trajectory by a MPC-based approach and uses a
blending function to combine the control and driver input.

In the present contribution, we seek to build on our
previous work for semi- and fully-autonomous vehicles [10],
[11]. The framework proposed therein uses the nonlinear
model predictive control (MPC) approach to control the
vehicle motion under several constraints such as a lane
boundaries, dynamic obstacle objects, traffic regulations and
vehicle handling/acceleration limits. The present work re-
configures this framework as an advanced driver assistance
system (ADAS). Instead of adding a human driver model,
this new approach uses the MPC implementation alone
to find the optimal trade-off between safe vehicle motion
and accommodating driver input. Assuming a driver giving
steering and acceleration/braking input to the vehicle, the
new ADAS mode focuses on the soft transition from no
driver support to full autonomous driving. The paper outlines
the necessary modifications of the former framework to
accommodate the HITL problem.

The rest of the paper is organized as follows. In Section II,
we introduce the new mode for the (semi-)autonomous vehi-
cle control framework named predictive ADAS (pADAS).
There, the particle model for vehicle motion prediction
is recited and the modifications required for the ADAS
mode are given. A driver interpreter and the updated lower-
level control (LLC) systems are discussed in Section III.
For simulation and illustration purposes only, we adopt
a model of a human driver for longitudinal and lateral
vehicle control. Section IV includes simulation results and
discussions considering typical maneuvers in public traffic
incorporating other objects/vehicles on the road and illustrate
the effectiveness of the framework.

II. CONTROL FRAMEWORK FOR PREDICTIVE ADAS

Figure 1 depicts the proposed control structure. The hu-
man driver is the main operator of the vehicle. The driver
actuation inputs to the vehicle dynamics are the front axle
steering angle and the acceleration request signals generated
via the brake and/or acceleration pedals. The driver request
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Fig. 1. Proposed control structure in ADAS mode for cooperative driving

is then transformed with a Driver Interpreter (DI) module
to generate appropriate signals for the predictive trajectory
module. The latter implements a nonlinear Model Predictive
Control (MPC) scheme taking into account the interpreted
driver input signals as well as a host of constraints related
to obstacles, lanes, and vehicle limits. The lower-level con-
trol (LLC) follows the references of the PTG but is also
connected to the driver signals. The final control actions are
to be achieved via the specific actuators indicated (engine,
braking, active or by-wire steering).
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There is a major difference between this structure and
other control structures proposed in the literature that include
human driver models (see e.g. [3], [4]). The connection
between the human driver and the PTG in this proposed
structure allows for a more direct consideration of the driver’s
control intent in the PTG. Thus, no explicit human driver
model is required within the PTG itself. The motivation of
doing so is to avoid the generally questionable human driver
models within the predictive control loop. As long as the
MPC of the PTG results in a safe trajectory, a control action
will be generated to control the vehicle by augmenting the
driver’s input. Specifically, if the driver’s input seems to lead

to a future trajectory that violates the constraints, the MPC
calculates the control input required to prevent this violation.

A. Particle Error Motion in Frenet Frame

For computational expediency of the MPC on real-time
hardware, we adopt the particle motion model for the ideal
vehicle motion as shown in [10]. The required parts of this
model are recited here. The basis is a 2D curvilinear particle
motion described in the Frenet frame with the definitions
depicted in Fig. 2. The motion of the particle with respect
to the local reference path/lane centerline is given by the
angular alignment error ψe and lateral error ye. It can be
shown that the motion dynamics can be described by the
following equations:

v̇t = at , (1a)

ψ̇e = ψ̇p− vt cos(ψe)

(
κ(s)

1− yeκ(s)

)
, (1b)

ẏe = vt sin(ψe), (1c)

ȧt = 1/Tat

(
at,d−at

)
, (1d)

ψ̈p = 1/Tψ̇p

(
ψ̇p,d− ψ̇p

)
, (1e)

ṡ = vt cos(ψe)

(
1

1− yeκ(s)

)
. (1f)

In this description, the desired acceleration at,d and the
desired yaw rate ψ̇p,d are used as inputs to maneuver the
particle along a given reference path. The reference path
curvature κ(s) is assumed to be known along the reference
path coordinate s and vt ,at are the particle speed and
acceleration along its path. ψ̇p is the yaw rate, and Tat ,Tψ̇p

are the time constants of the first-order lag approximation of
the controlled longitudinal and lateral vehicle dynamics. ṡ is
the speed projected on the reference path as shown in Fig.
2. With the knowledge of the curvature of the reference path
κ(s) and the assumption that the vehicle is required to follow
the reference path, the control input can be substituted with

ψ̇p,d = ψ̇p,r +∆ψ̇p,d = vtκ (s)+∆ψ̇p,d . (2)

and the MPC algorithm only needs to control the deviation
with the new input ∆ψ̇p,d .

B. Description of Objects and Constraints

The MPC objective and constraints for the pADAS imple-
mentation of the PTG are described in this section. First, to
incorporate a description of other objects (obstacles or other
vehicles) on the road in the prediction, the motion of other
objects in the road frame Os(ts,ns) is given by (see Fig. 3):

soi = soi,0 + vs
t,oi

xt +0.5as
t,oi

x2
t , (3a)

ye,oi = ye,oi,0 + vs
n,oi

xt +0.5as
n,oi

x2
t , (3b)

ẋt = 1, (3c)

where we included an additional state xt that represents
the internal time in the MPC prediction model. xt helps to
calculate the object positions by using only the parameters
vs

t,oi
,vs

n,oi
,as

t,oi
,as

n,oi
obtained at each MPC update. Now,

the vehicle needs to stay away from each object with a
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safe distance/margin. This requirement is defined with the
following elliptical hard constraints as depicted in Fig. 3:

1≤
(

∆yei

∆ye,oi

)2

+

(
∆sei

∆soi

)2

= doi , (4a)

∆sei = s− soi , (4b)
∆yei = ye− ye,oi , (4c)
∆soi = ∆so,ss +ζDo, (4d)

0≤ ζDo. (4e)

Thus, the semi-autonomously controlled vehicle ((S)ACV)
has the speed dependent minimum distance along the ref-
erence path (e.g. the road lane) of ∆soi + ζDo and a lateral
distance adjusted by ∆ye,oi . For traffic objects such as cars,
∆ye,oi ,∆soi are calculated by incorporating the geometry of
the obstacle object and (S)ACV. ζDo is a slack variable which
allows the solver to find a feasible solution in emergency
situations but generates a more suitable object distance
during safe driving situations. With these constraints, the
(S)ACV is required to be in a different lane from an obstacle
object or at least, to keep a minimum distance from an
obstacle object in the same lane.

The constraints for the lane boundaries are introduced
using polynomials in the reference road coordinate s. The
resulting hard constraints for the lateral limits read

∆ye = ye(s)− ye ≥ 0, (5a)
∆ye = ye− ye(s)≥ 0, (5b)

In contrast to our original algorithm given in [10], where
a soft constraint is added in the combined acceleration, in
the pADAS mode, such a soft constraint is not required as
the full vehicle handling potential needs to be considered
for predicting the vehicle motion in collision avoidance
maneuvers. This trades off accommodating comfort issues.

C. MPC Objective Formulation for pADAS

For the pADAS implementation of the MPC in the PTG,
the following general objective/cost function is formulated
which weighs the tracking and control errors:

J =
Np

∑
k=0
||yk− rk||2Q︸ ︷︷ ︸
tracking error

+
Np−1

∑
k=0

||uk−ur,k||2R︸ ︷︷ ︸
control minimization

(6)

Here, k is the prediction step k ∈ (0,1,2, · · · ,Np) and Np is
the prediction length which is related to the sample time ∆T
and the prediction horizon Hp of the MPC by Np = Hp/∆T .

Q and R are diagonal weighting matrices of proper dimension
to tune the tracking objectives. The nonlinear program to be
solved at each MPC update is then given by:

min
uk

J(yk,uk) (7a)

where : xk =
[
vt ye ψe s at ψ̇p xt

]T (7b)

uk =
[
at,d ∆ψ̇p,d

]
(7c)

yk =
[
ye vt ζgg ζDo− vt

]T (7d)

rk =
[
ye,r vv

t,r ζgg,r eζdo,r
]T (7e)

s. t. : ẋt = f (xk,uk), (7f)

where xk,yk are the equidistantly sampled states and outputs
of the continuous system (7f), obtained by applying the
piecewise constant control inputs uk with the initial state
x0 at the MPC update. The distance slack error reference is
selected with eζdo,r = 0. Remark: The slack variables control
inputs are added to the final implementation to manipulate
the slack values online during optimization.

To incorporate the driver’s role within the MPC for-
mulation, the (interpreted) human driver (HD) inputs to
the vehicle are used as control references in the objective
function (6) for the first prediction instant and set to zero
for the rest of the horizon:

ur,k = uHD for k = 0, (8a)
ur,k = 0 for k ∈ (1,2, ..,Np−1) . (8b)

For short horizons, it is also possible to use the driver input
as control reference for the complete horizon. However, for
long prediction horizons, the actual driver input is neither
necessary nor available as it could clearly change. The human
driver control input is discussed in the following section.

Remark 1: The MPC implementation allows for changing
weightings Q and R over the prediction horizon. Depending
of the weighting R of the first control input error in (6),
the connection between the PTG and human driver can be
manipulated. Using a high value of the weight for the first
control error lets the MPC algorithm follow the reference
input ur,0 very closely while low values allow the PTG to act
more independently of the human driver. Thus, the weighting
of the first control error minimization term can be taken as
a tuning variable in this pADAS mode of the PTG. This is
further illustrated via the results in Section IV .

III. DRIVER INTERPRETER AND LOWER-LEVEL
CONTROL

In this section, first a model of the human driver to operate
the car in for the simulation assessment is given and the
driver interpreter to generate ur,0 is discussed. Then, the
necessary extensions in the lower-level control setup for
Tracking Mode of the PTG are presented.

A. Driver Model and Interpreter

We will analyze the behavior of the pADAS mode of
the PTG via simulations where a module of the human
driver vehicle path control action is included in the numer-
ical simulation environment to steer the vehicle. Different



approaches have been proposed in the literature including
neural networks, Hidden Markov Models (HMM), classic
path following, and optimal controllers [12]–[14]. For our
purposes, we adopt the lateral motion controller model for
the driver from [4]. This model has been shown to have
good tracking performance and has been validated via some
experimental data. The model treats the driver as a steering
controller that acts to minimize the error between the future
vehicle aligning error ψe, lp and the present lateral offset ye:

δ f ,HD = Kye(vt)ye +Kψe,lp(vt)ψe,lp (9a)

ψe,lp = ψe +κ0lp (9b)

Herein, the curvature is assumed to remain constant up to
the preview point lp = vtTpr in front of the road with the
constant preview time Tpr.

The longitudinal control mode of the driver model is
formulated as a cascade controller for speed and extended
with a control action for distance to objects. This allows
the driver to follow the reference speed and to keep a safe
distance from other vehicles/objects in the same lane. Thus,
the control uses the distance to the vehicle/object when (4)
with ζDo = 0 is violated:

doi = soi− s (10a)
de = doi− (c · vt +∆soi) (10b)

dctrl
e = min(0,de) (10c)

Here, c is a constant value to adjust the driver’s desired
minimum speed dependent distance to the vehicle/object in
front. Then, the speed control loop reads

vt,dmin = Pdmindctrl
e (11a)

vt,e = vt,re f + vt,dmin− vt (11b)
at,HD = Patvt,e (11c)

If no vehicle/object is detected in front vt,dmin = 0 holds, and
the speed control law is a proportional controller with gain
Pdmin. The speed error is then used for the calculation of
the acceleration in the same manner with gain Pat . Finally,
at,HD is saturated to an upper and lower bound imitating
driving styles (comfort, sport) of the human driver. For both
controllers (longitudinal, lateral), a first order lag is used to
approximate human neuromuscular dynamics [15].

Extensive simulation analyses show that this simple driver
model for speed and path tracking is able to control the car
in several maneuvers in the linear vehicle handling regime.
However, as we point out in the results section, this and all
other such driver models have limitations for the purposes
of evaluating semi-autonomous vehicle control functions.

Given the proposed structure depicted in Fig. 1, the
driver’s inputs pass through the driver interpreter (DI) block
to generate the references for the PTG in the pADAS
mode. This block is fundamentally independent of the driver
model adopted above for the simulation analysis. In the real
time implementation, it interprets the inputs from the actual
human driver. Nevertheless, here for continuity, we shall refer
to the above driver model. For the longitudinal control of the

vehicle, ur,0(1) = at,HD is already a proper reference signal
for the PTG. By contrast, the yaw rate reference is not given
directly. Thus, we make use of the customary approach of
passing the driver’s steering angle through the yaw rate gain̂̇ψ (vt) (of the linearized bicycle vehicle model) to generate
the driver-desired/reference yaw rate [16]. It is computed as
follows:

ψ̇HD = ̂̇ψ (vt)δ f ,HD, (12a)
ur,0(2) = ψ̇HD,r− vtκ (s) . (12b)

The modification of Eq. (12b) is required to ensure compat-
ibility with the control input transformation of Eq. (2).

To conclude this topic, the driver generated reference for
the first prediction step of the MPC reads:

ur,0 = ur,HD =

[
at,HD

ψ̇HD− vtκ (s)

]
. (13)

Here, the desired acceleration at,HD of the real driver is in-
terpreted via the pedal positions and the powertrain potential
of the car. For simulations, we shall use the output of the
above driver model.

B. Lower-Level Control (LLC)
The control inputs computed by the PTG are passed

directly as references for the lower-level control systems that
are connected to the actuators. Fig. 4 depicts the structure
of the lower-level controllers configured to work with the
pADAS mode of the PTG. The human driver’s control input
needs to be considered in the computation of the control
signals at the lower-level as well. The left side shows the
longitudinal control which has feed-forward (FF) and PID-
feedback components. Normally, the driver’s longitudinal
input serves as the base wheel torque command for the FF
part. It is then manipulated with the error between driver
input and PTG generated reference. If the PTG generates
a reference different from the human driver, the FF part
from the human driver is corrected with at,d − at,HD. This
prevents from having two FF signals. As long as the MPC
reference at,d = at,HD, the PID controller calculates an appro-
priate correction to follow this reference while overcoming
disturbances as driving resistances. The rest of the lower-
level longitudinal control is taken from the previous version
[11] and omitted here for brevity.

The right side of Fig. 4 shows the lower-level lateral
vehicle motion control with a speed dependent PID feedback
controller. In case of full autonomous control with the MPC
control input, a by-wire steering device like a steer-by-wire
(SBW) system is assumed to control the vehicle motion with
∆δ lim

f ,d . For the pADAS mode of the PTG, the driver steering
input acts directly on the front axle and the PTG computed
input acts only as a correction for δ f ,HD when the pADAS
is not following the drivers (an 6= ψ̇v,dvt ). The steering angle
is limited when a side slip limit of the front tires is reached.

IV. RESULTS AND DISCUSSIONS

The pADAS mode proposed here for semi-autonomous
vehicle control is evaluated via the numerical simulation
environment with a high-fidelity vehicle dynamics model.
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First, we consider a simple cornering maneuver to illus-
trate the performance in normal situations. The results are
shown in Fig. 5. After the vehicle has entered the corner, it
follows the curvature with minor error and the control input
is smooth. As no constraint violation is detected, the pADAS
follows the driver’s reference very closely.

To illustrate the effect of a pADAS intervention, we first
consider an emergency braking maneuver with a distracted
driver, and one object vehicle in the same lane traveling with
a much slower speed. To emulate a distracted driver, the
braking level in the human driver model is set to −0.5 m/s2.
This reduced deceleration would lead to a collision when
only the human driver is acting. The results depicted in Fig.
6 show that the pADAS input follows the human driver (HD)
input until a constraint violation is predicted, at which point
additional deceleration is commanded to the LLC. Figure 7
shows that the pADAS considers the possibility to pass the
object vehicle but after a safe distance has been reached it
allows the driver to return the vehicle back to the reference
lane. This is also seen in the upper right plot in Fig. 6, which
shows the position of the vehicle and the object.

Next, we analyze the tuning utility of the pADAS men-
tioned above via the component for the yaw rate of the
first sample control weight Rk=0. For the same emergency
braking maneuver described above, Fig. 8 shows the lateral
deviation and the longitudinal control input. For a higher
control weight on tracking the human driver’s lateral control,
the lateral deviation is reduced as the human driver tracks the
reference itself (ye = 0). Also, the higher weight on lateral
control shows no clear influence on at . For vehicles equipped
with means for detection of driver distraction, the control
weight components could serve as tuning variables for the
desired level of pADAS intervention. Higher values of the
weights force the pADAS to follow the driver input very
closely, while smaller values force the pADAS to act more
like autonomous driving, which ignores the driver inputs.

Finally, we present results from a collision avoidance
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maneuver. Here, one object tries to cross the road and stops
suddenly in the middle of the lane of the semi-autonomous
vehicle with pADAS. Braking is not sufficient to prevent
a collision; only passing will result in a feasible solution.
Additionally, on the left lane a static object is in front of
the vehicle but with a higher distance than the first object.
Figure 9 shows the scene with the road lane, the final vehicle
path and two objects and the final path of the controlled
vehicle. From Fig. 10 we can see that the pADAS input is
clearly different from the driver input when the first object
(obj1) starts to move on the road. The pADAS decelerates
the vehicle and so does the driver (with a low deceleration
of −0.5 m/s2). When the space between the objects does
become less than what is permitted with traffic regulation-
based parametrization of constraints, the pADAS formulation
proposed here reduces the distance by means of the slack
variable ζDo (see Fig. 9 and discussions following Eq.(4) ).
This leads to a higher cost but allows the MPC algorithm to
find a feasible solution to prevent a crash.

In the above collision avoidance maneuver, the adopted
driver model always tries to follow the reference in the
middle of the lane regardless of the action of the pADAS.
One can expect that a real driver would not counteract the
pADAS in such a situation. A real driver can be expected to
generate a control input which helps to prevent a collision.
Such a cooperative control behavior would result from the
human decision making process e.g., deciding whether to
pass the obstacle or not.

V. CONCLUSIONS

This paper presented a detailed scheme for implementing
a predictive advanced driver assistance system (pADAS)

for semi-autonomous vehicle control. Particular emphasis is
given in configuring the model predictive controller of a
computationally feasible level predictive trajectory guidance
(PTG) module to work in cooperation with a human driver.
The PTG in this pADAS mode follows the driver control
input as long as this input leads to a solution of the un-
derlying optimization problem that satisfies constraints from
public driving e.g. obstacles, and speed and handling limits.
The proposed pADAS mode of the PTG requires no blending
or switching laws for intervention. Furthermore, no human
driver model is required in the controller formulation. Thus,
the number of model parameters is significantly reduced.
The control performance of the system has been illustrated
by means of simulations of a high-fidelity vehicle model in
collision avoidance and emergency braking events involving
a distracted driver.
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